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Solution Exploration
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Abstract—In architectural design, architects explore a vast amount of design options to maximize various performance criteria, while
adhering to specific constraints. In an effort to assist architects in such a complex endeavour, we propose IDOME, an interactive
system for computer-aided design optimization. Our approach balances automation and control by efficiently exploring, analyzing, and
filtering space layouts to inform architects’ decision-making better. At each design iteration, IDOME provides a set of alternative
building layouts which satisfy user-defined constraints and optimality criteria concerning a user-defined space parametrization. When
the user selects a design generated by IDOME, the system performs a similar optimization process with the same (or different)
parameters and objectives. A user may iterate this exploration process as many times as needed. In this work, we focus on optimizing
built environments using architectural metrics by improving the degree of visibility, accessibility, and information gaining for navigating a
proposed space. This approach, however, can be extended to support other kinds of analysis as well. We demonstrate the capabilities
of IDOME through a series of examples, performance analysis, user studies, and a usability test. The results indicate that IDOME
successfully optimizes the proposed designs concerning the chosen metrics and offers a satisfactory experience for users with minimal
training.

Index Terms—Design exploration, Design optimization, User-in-the-loop
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1 INTRODUCTION

When designing, architects explore a broad set of op-
tions to identify the solutions that better satisfy a set of
performance criteria while abiding specific constraints [1].
This process is an iterative process whereby design solutions
are developed and then progressively tested and refined to
maximize the overall design performance [2].

Computer-aided design tools have been developed to
help architects address these challenges by predictively ana-
lyzing and evaluating the expected performance of a build-
ing design [3], [4], [5]. Earlier methods are limited to merely
computing quantitative measures for evaluation purposes
of a given design option (e.g., in terms of costs, structural
stability and energy efficiency). Modern computer-aided
design approaches can also produce optimal designs using
recent advances in optimization techniques and brute force
computing power.

These approaches, however, suffer from two significant
limitations. First, with few exceptions [6], [7], they do not ac-
count for how people act and interact in these environments.
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This limitation is arguably one of the most critical design
criteria: a building that does not support human needs will
likely cause users’ dissatisfaction and lack of productivity.
Incorporating human movement aspects in an optimization
process, however, is very complicated since human factors
are hard to quantify.

Second, these approaches tend to produce optimal so-
lutions given a set of encoded constraints, while exclud-
ing the designer from evaluating intermediate design op-
tions. In the design process, however, both design goals
and constraints cannot always be specified beforehand, at
the beginning of the optimization process. Due to the ill-
structured nature of design problems, design goals and
constraints can be discovered in the process of synthesizing
new solutions [8]. For this reason, a trade-off should be
found between automation and control, whereby designers
are actively participating in the optimization process and
can contribute to it utilizing tacit knowledge–knowledge that
is built with practice and can be difficult to communicate or
formalize [9].

To address these issues, we propose IDOME, a user-
in-the-loop computer-aided design tool that employs ar-
chitectural optimization with diverse exploration to help
architects and designers explore, analyze, and improve their
work to maximize human-related parameters. A key as-
pect of our approach is that the optimization process itself
is tuned for exploring alternatives (diversity) rather than
merely producing one optimal design at each invocation.

Within IDOME, a user first selects a set of environment
elements and specifies associated parameters that may be
explored by the system. Then, the user selects one or more
metrics to serve as the optimization objectives and defines
the regions in the environment where the metrics will be
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computed. IDOME thus generates a set of optimized solu-
tions, one of which will be selected by the user to serve as
input for the subsequent optimization iteration.

In this work, we make use of three well-established
metrics to capture how people interact with and navigate in
an environment: visibility, accessibility, and organization of
space [10]. These metrics make up a part of the Space-Syntax
suite of tools and methodologies for analyzing environment
designs. The system, however, can incorporate other kinds
of metrics. A GPU accelerated process addresses the com-
putational costs associated with the repeated calculation of
the metrics for large environments.

To solve the optimization process for a diverse set
of candidate solutions, we introduce a diversity term in
the objective formulation. This diversity term requires the
solver to focus the search to meet optimality criteria, while
simultaneously broadening its exploration to maximize the
diversity of its candidate solutions. The process of balancing
multiple objectives during optimization is a well-known
challenge, which is rendered even more difficult by the
presence of a diversity term. To address this issue, we pro-
pose a hierarchical multi-objective optimization algorithm
which balances optimality and diversity while remaining
efficient for interactive use without the need for hand-
crafted exploration methods.

Our framework can serve in a range of assisting roles,
from an efficient way to evaluate alternative configurations
which accomplish similar objectives, all the way to a design
exploration assistant. We have integrated IDOME within an
industry standard architectural design system, Autodesk
Revit R©. Our results demonstrate the value of our approach
to iteratively optimizing and refining architectural design
options in a computing-efficient manner. We devise a series
of user studies to evaluate the efficacy, usability, preference
and usefulness of the proposed approach. To demonstrate
efficacy, a user design study showed that subjects using
IDOME were able to produce more optimal designs in
comparison to subjects who didn’t use IDOME, and that
users with the diversity exploration choices performed
on par with single optima. We evaluate usability with an
industry standard usability survey, immediately following
a general use design session, which suggests that novices
were able to use our system with minimal training and
found it usable. We performed two studies to evaluate
usefulness of the system. The first was an expert preference
survey which showed experts preferred IDOME derived
designs. The second was a general use session followed
by an expert usefulness survey which suggest that experts
found the IDOME approach, the visualizations, and the
diversity exploration useful.

Our contributions are summarised as follows:

• We propose a user-in-loop system for computer-
assisted exploration of crowd-centric building de-
signs.

• We introduce an efficient hierarchical multi-objective
optimization method to balance optimality and di-
versity of alternative designs without the need for
hand-crafted parameter exploration mechanisms.

• We integrate IDOME within the Autodesk Revit R©
pipeline for demonstration and evaluation.

• We perform in-depth user studies to assess the ef-
ficacy, usability, and usefulness of the IDOME ap-
proach. These include both large efficacy and usabil-
ity experiments as well as experiments with experts.

2 RELATED WORK

Computer-aided design (CAD) methods have garnered in-
creasing attention from both researchers and practitioners in
recent years, as they allow designers to leverage automation
at all stages of the design process. In particular, CAD tools
have evolved from being a mere analytic tools to support
interactive optimization of building layouts with respect to
a wide range of design criteria.

Automated Architectural Design. There is a growing
interest in using optimization techniques to explore de-
sign spaces for near-optimal solutions given certain prob-
lem criteria [11], [12], [13], [14], [15]. Galle [16] focused
on exhaustively searching possible layout configurations
for small-scale environments. Since then, evolutionary ap-
proaches [17], [18] have been used to curb the infeasibility
of brute-force methods for larger design spaces. Liu et al. [19]
introduced functional, design, and fabrication constraints as
objective measures to guide the optimization process. Data-
driven approaches [20] learn layout configurations from
existing databases, which are used to automatically generate
new layouts for computer graphics applications. Design
objectives can be modelled as forces applied to physical
features to generate layout designs automatically [21]. A
sophisticated optimization scheme takes into account the
visibility, accessibility, and other hierarchical spatial rela-
tionships to produce interior design [7], [22] and mid-scale
environments [23] configurations. Optimization methods
can also successfully account for different physical aspects
considered important to architecture such as sunlight [18],
materials, energy savings [24] or even acoustics [25].

Interactive Design Solutions. Since early work on
methods to assist users to create realistic graphics and ani-
mations, interactive methods using evolutionary tools have
shown promise [26]. The combination of a graphics interface
that enables a more intuitive interaction with the back-
ground mathematical structures and evolutionary search
methods creates a powerful design framework. While au-
tomated approaches can take into account objective criteria,
architectural design inherently involves subjective decisions
about aesthetics, domain expertise, and hard-to-quantify
criteria such as human activity and its relationship to the
environment. These challenges are mitigated by proposing
computer-assisted, interactive tools that keep the user in
the design loop, while using automation to inform the
designers decision-making [27], [28], [29], [30], [31], [32],
[33], [34]. Harada et al. [35] uses shape grammars to support
the interactive manipulation of architectural layouts. Recent
works have proposed optimisation-based interactive design
tools to facilitate furniture arrangement using interior de-
sign principles [22], [36]. Akase et al. [37] proposed an
online room design framework where the objective function
entirely relies upon the user’s evaluation.
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Fig. 1: IDOME Framework Overview. With an initial environment design, the user specifies permissible alterations to the
layout as bounds on the degree to which different environment elements can transform. The user then specifies one or
more focal regions in the environment for which different spatial measures are computed, to quantify visibility, accessibility,
and organization of the space. A multi-objective hierarchical diversity optimization produces a set of diverse near-optimal
solutions concerning user-defined optimality criteria, from which the user may select one and repeat the process as desired.

Automatic Exploration of Diverse Designs. To better
balance automation and the user’s creative control, re-
searchers have proposed approaches for exploring multi-
dimensional search spaces to find multiple, diverse, yet
optimal solutions which can be provided as suggestions to
the designer. This provides the designer with more control,
allowing them to harness the power of computation to
efficiently explore large design spaces, in domains including
multi-body dynamics [38], [39], light selection and image
rendering [40]. Introducing diversity for exploration as part
of the optimization formulation makes the problem more
challenging, with many proposed solutions including con-
straint programming [41], evolutionary methods [42], and
domain-independent methods [43], [44].

Design Metrics. A key challenge in the analysis of envi-
ronment designs is to account for factors related to its hu-
man occupants, which are difficult to quantify. Space-Syntax
is an established framework for human navigation related
spatial analysis [10], [45], [46], [47]. This approach represents
space as different types of graph [48], and then analysis the
space by computing a wide range of graph metrics, which
have been shown to correlate with human behaviour [49],
[50], [51], [52]. While other approaches have been developed
for static analysis [53], [54], such approaches require detailed
input of user activities, which may not be available in
early design stages. Other approaches instead, use dynamic
crowd simulations [55]. However, these may require ex-
pensive and time-consuming calculations making them ill-
suited for incorporation within an optimization algorithm.
In this work, we use a set of static measures grounded in
the well-established Space-Syntax methodologies [10], [56],
[57], [58]. However, our framework is independent of this
particular choice and can easily incorporate other spatial

measures.
Comparison to prior work. Compared to current ap-

proaches, our work strives to keep the user as a central
player in the optimization process to inform the design of
environments. We also implement a diversity optimization
approach that enables fast design optimization while at the
same time suggesting to the design a broader set of options
that can be selected for future exploration. On top of this, we
integrate our approach into a state-of-the-art architectural
design software to guarantee an optimal user experience.

3 OVERVIEW

An overview of the major components of IDOME is illus-
trated in Fig. 1. In the following paragraphs we describe
each component.

User-Defined Environment Parameterization. Given an
initial environment layout, a user first selects elements
(e.g., pillars, wall junctions, or walls), and specifies limits
on different degrees of freedom of these elements. These
attributes represent a user-defined parametrization of the
environment layout, which together with the associated
limits, determines the set of admissible configurations of the
environment. See Section 4 for details.

Spatial Analysis. After constructing a discrete graph
representation of free space in the environment, IDOME
computes different spatial metrics to quantify visibility, ac-
cessibility, and organization of the space. While any metrics
may be computed over the environment, these measures
are predictive of spatial utilization and human movement,
and serve as the basis for our optimization algorithm. Addi-
tionally, the user may optionally restrict the computation of
these measures to specific regions of interest (e.g. a specific
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key location in a space, such as a statue in a museum or an
emergency exit). See Section 5 for details.

Multi-Objective Diversity Optimization. The environ-
ment parameters, designer constraints, and spatial measures
are used to formulate an optimization problem over the
space of environment configurations. We desire to keep the
user central to the design process while using automation
to provide multiple suggestions for improving the current
design. To facilitate this, our objective formulation gener-
ates diverse layouts, while preserving the aforementioned
optimality criteria. IDOME efficiently searches through the
space of permissible environment configurations to iden-
tify diverse, yet near-optimal exploration candidates using
a hierarchical multi-objective optimization algorithm. See
Section 6 for details.

User-in-the-loop Review and Selection. The designer
reviews each of the candidate designs, selecting one to use
as the basis for subsequent alterations through a tightly
coupled design and optimization process. Using IDOME,
designers can leverage computation to account for difficult-
to-interpret features such as accessibility and visibility of
an environment with respect to its human occupants. The
layouts are provided to the user as suggestions, together
with visualizations of the spatial measures. The designer
may browse these and make an informed decision on which
design solution best suits their goals.

4 USER-DEFINED ENVIRONMENT PARAMETERIZA-
TION

The parametric space representation supports the iterative
alteration of design elements for optimization purposes. The
architectural elements of a building and their connections
can be represented by an undirected architectural graph
GA = 〈N,E〉, comprising of a set of nodes N = {ni} and
edges E = {ei}. Each node n ∈ R2 specifies a location in 2D-
space. Each edge is a pair of nodes e = 〈ni, nj〉. An example
of a building layout and the associated graph abstraction
is shown in Fig. 2. In this representation, walls are edges
(e) in the graph, while nodes (n) represent end points and
junctions between walls. If a connected component in an
architectural graph contains a single node and no edges,
such as n9 in Fig. 2, then the node itself represents an
element with fixed structure. The geometry of each element
(wall, column, etc.) is stored in a database and associated
with the corresponding node or edge.

Given an architectural graph GA, the user can define
the design space by parameterizing and constraining the
attributes of selected nodes or groups of nodes. For demon-
stration, we focus primarily on rigid body transformations
of position and orientation.

Each element of the parametrization, qi = 〈Ni, pi, gi, ci〉,
contains a set of nodes Ni = {nj}, a transformation gi
that will be applied to the nodes, the magnitude pi of
the transformation, and the limits or constraints ci on the
magnitude pi. Grouping the free parameters in a vector
p = {p1, . . . , pk} the parametrization of the design space
can be compactly represented as GA(p).

Fig. 2 shows an example of a floor plan with sixteen
nodes. The arrows, arc, and painted regions around node
n9 show the user specified range that the node can translate

n1 n3

n7 n4n5

n6
n2

n8

n9

n10

n11

n12

n13

n14n15

θ

θ group

Fig. 2: A floor plan and the corresponding graph
parametrization of the walls, doors and other rigid ele-
ments. User-selected nodes of the graph, ni, can be grouped,
translated, scaled, and rotated within user defined bounds
shown in colour and with arcs and arrows.

(a) Visibility (b) Tree depth (c) Entropy (d) Visibility for
Region of Query

Fig. 3: Metrics values represented as heatmaps (from blue
to red) for a room in the Metropolitan Museum of Art. (a)
Degree of visibility, where redder areas have the highest
connectivity. (b) Tree depth, where bluer (and greener) areas
have higher accessibility (c) Entropy, where redder areas
have high entropy (order), resulting in a better spatial
organization. (d) Degree of visibility in Region of Query with
respect to Region of Reference which is shown in grey. Notice
how changing the reference from the entire environment (as
displayed in figure (a)) to just the top and bottom hallways
(as displayed in this figure) has affected the values of the
metric.

and rotate within. The group of nodes {n1, n2, n3} (in red)
can rotate around n2 within the specified range. The nodes
n12 and n13 can move in the y−axis but are constrained to
maintain their initial distance, forming another group.

5 SPATIAL ANALYSIS

The proposed spatial analysis aims to quantify static ge-
ometrical attributes of an environment that directly affect
how people use the environment. There are several ap-
proaches to this [48], [59], however we chose the visibility
graph analyses (VGA) from Space-Syntax, as they tend to be
more informative than alternative representations, such as
axial maps [47], [59]. VGA has been shown to correlate with
human movement [60]; to be useful measuring wayfinding
tasks [61]; and to be related to wayfinding, movement, and
space use [62]. Additionally, recent work has shown that
these metrics are good for creating building designs that are
human movement aware [63]. However, our method is not
restricted to any specific metrics.

5.1 Visibility Graph
To construct a visibility graph, GV (V,E), we first sample
the environment with a finite grid V , and then create an
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edge, e ∈ E, between every pair of nodes that share an
unobstructed line of sight.

Typically, in Space-Syntax Visibility Graph Analysis, ev-
ery vertex of grid V is a vertex of the visibility graph. In
many cases it may be useful to define the visibility graph,
and consequently the associated measures, on specific re-
gions of interest. For instance, we may be more interested in
the accessibility of certain doors, or the visibility of an exit
sign, from specific hallways in the environment. To support
this important feature, we allow the user to define two sets
of grid vertices, the Region of Query with vertices Vq ⊂ V ,
and the Region of Reference with vertices Vr ⊂ V , see Fig. 1.
We then construct a visibility graph from these two sets of
vertices by computing the lines of sight between the vertices
in the Region of Query and the vertices in the Region of Refer-
ence. The user defined regions provide greater flexibility to
the user, giving them more control over the spatial queries
to be performed on the layout. Putting everything together,
the visibility graph depends on the architectural graph, its
parametrization, and the regions of interest:

GV = φ(Vr, Vq, GA(p)). (1)

The spatial measures described in the next section are com-
puted only for the vertices of the region of query.

5.2 Metrics

Given a visibility graph GV (V,E), we compute selected
metrics that characterize meaningful relationships between
floor plans and human behaviour. Examples are provided
in Fig. 3.

Degree of Visibility. The degree of visibility, ki, of a
vertex vi ∈ V is the number of edges incident to the
vertex, in other words the number of its immediate (1-hop)
neighbours Ni. Regions with high degree of visibility can
be considered to be more connected, safe, or important [10],
[56].

Tree Depth. Let Gi
V ⊆ GV be the largest connected

component that contains vertex vi ∈ V . The minimum
height Trémeaux tree rooted at vi is the tree depth, di. Tree
depth has a few intuitive interpretations. First, it measures
how far Gi

V is from being a star [64]. Second, a vertex
with large tree depth is connected to other regions of the
environment through a long sequence of vertices. Thus,
tree depth often relates to the notion of accessibility in an
environment [56]. Tree depth values, together with context
dependent information, allow a user to make flow and
congestion estimations on specific areas of a layout.

Entropy. Let Gi
V ⊆ GV be the largest connected compo-

nent that contains vertex vi ∈ V . Given a Trémeaux tree
Ti rooted at vertex i with nji vertices at each level j, a
probability distribution p(j|i) is constructed for Ti over the
domain j ∈ [1, |Vi|], where Vi is the set of vertices in Gi

V ,
and through this distribution we define the entropy hi at
vertex i as follows:

p(j|i) =
nji∑

j′∈Li

nj
′

i

,

hi = −
∑
j∈Li

p(j|i) log2 p(j|i). (2)

Technically, p(j|i) is the probability that a vertex in Vi
will be at level j of the tree Ti. In more intuitive terms,
entropy measures the organization of an environment. Low
entropy at a vertex means that the decision tree rooted at
the vertex is unbalanced, or in other words the branching
factor varies widely from level to level. This unbalance
can materialize both as bottlenecks or areas with too many
options which may disorient a person moving through the
associated areas. In some sense, while tree depth relates to
path lengths, entropy relates to the uniformity of the paths:
the higher the entropy, the more uniform the branching, and
thus better organization. Typically higher uniformity affords
easier pedestrian decision making and navigation [56], [65].

These metrics thus far are computed from a single vertex
in the GV . To get a metric value over the entirety of the
design we average the metric over every vertex in the GV .

K(GV ) = k̄i, D(GV ) = d̄i, H(GV ) = h̄i. (3)

5.3 Metrics Parallelization
The aforementioned metrics can be computationally expen-
sive. In order to mitigate this computational overhead, we
off-load the construction of the visibility graph and the
forest to the GPU. Transforming tree construction from a
sequential process to a parallel one, is the main challenge
in this context. We can accelerate the forest construction
rather than just the single tree construction. The GPU im-
plementation is orders of magnitude faster than the serial
one. Performance numbers are shown in Section 7.2. See the
supplementary document for more details on the algorithm.

6 MULTI-OBJECTIVE DIVERSITY OPTIMIZATION

Hierarchical multi-objective optimization methods optimize
one objective at a time, in order, in a fashion similar to
coordinate descent. Each optimized objective becomes part
of the objective function in the form of a soft constraint
for the optimization of the next objective. A hierarchical
approach appears to be the most practical approach for this
problem space. It allows for more practical and intuitive
control of the trade-off between optimality and diversity,
in the form of a lower bound with respect to the optimal
solutions.

Similar optimization problems have been solved in the
graphics literature with a combination of Simulated Anneal-
ing, Metropolis-Hastings and exploration heuristics [22],
[36], with parameters adjusted both manually and automat-
ically for typical furniture layouts. The convergence rates
of these methods, however, can make them prohibitive for
interactive systems. Literature in engineering and optimiza-
tion seems to conclude that Covariance Matrix Adaptation
(CMA) [66] converges faster than competing methods in
many cases, and that it is probably the most appropriate
method for automated design problems [67]. Our approach
is built on evolutionary techniques for producing optimized
designs, specifically the CMA optimization technique. How-
ever, the evolutionary concepts are abstracted away from
the end user, where interaction in our system is facilitated
through selection from diverse exploration candidates. For
more details see the supplementary document. Thus, in our
work, we formulate and solve a hierarchical optimization
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(a) 0.44 Default (b) 1.03 (c) 1.28

(d) 1.22 (e) 1.46 (f) Comparison

Fig. 4: Example collection of diverse candidates. (a) is the
default layout, (b-e) are the five members of the diversity
set, and (f) All solutions to better illustrate their differences.

problem based on CMA without the need for additional
exploration heuristics.

The rest of this section presents in detail our optimiza-
tion formulation, starting with the objective that includes
both user supplied constraints, and the measures that we
discussed earlier.

6.1 Design Constraints

In the context of architectural optimization, a user may
wish to impose a number of conditions on specific design
elements, such as a minimum amount of open space in
passages, aesthetic relationships, or building codes. In the
following paragraphs we detail the constraints considered
in this study.

Clearance. A measure of open space between archi-
tectural elements, clearance is computed as the aggregate
Minkowski sum of each wall and a disk Dr of radius 0.5 m,
which approximates the minimum width of a hallway. The
Minkowski sum between a polygon and a disk dilates the
polygon, effectively adding a buffer area around an obstacle
or wall for comfortable passage.

clr(GA) =
∑

ei,ej∈GA

A((ei ⊕Dr)
⋂

(ej ⊕Dr)), (4)

where A(·) computes the area, and ⊕ denotes the
Minkowski sum between two polygons and

⋂
is the geo-

metric intersection of the two Minkowski sums. Adjoining
walls are excluded from this computation. The associated
penalty function is gclr = clr(GA)2.

Total wall length. The sum of wall lengths in the new
environment (Gn

A) with respect to the original environment
(Go

A) is wall(Gn
A, G

o
A) = |S(Gn

A) − S(Go
A)|, where S(·)

computes a sum over the length of every edge (or wall)
in the graph. This penalty function is used to constrain
the repositioning of elements to not reduce or increase
the quantity of wall surface area in an environment. This
particular penalty method is appropriate for museums and
art galleries where there is a desired amount of wall surface
area needed to display an art collection.

6.2 Diversity Objective

Unlike a standard optimization approach that produces a
single design solution p∗, IDOME produces a set of optimal
solutions D∗ = {p1, ...,pn} whose members differ from
each other. For efficiency, instead of augmenting the param-
eter vector p with additional elements for each member of
the diversity set, a round robin technique is used, where one
member in D is optimized at a time while keeping the other
parameters members constant.

In practise, enforcing diversity can still lead to a clus-
tering of solutions [39]. To avoid clustering, we impose a
minimum distance between members of D which is defined
as follows:

div(pm,D) = k(
∑
j∈D

dn(pj ,pm))− km d(pm,D), (5)

d(pm,D) = (min(0, min
j∈D,j 6=m

(dn(pj ,pm))− dmin))2, (6)

where dn(·, ·) normalizes its arguments over the parameter
constraints before computing their Euclidean distance, and
d(pm,D) is the minimum distance between pm and all other
members in D. Equation 6 ensures that diverse members
don’t cluster by adding a cost when the closest neighbours
are less than dmin away. The terms dmin, k and km are
experimentally determined hyper-parameters that control
the influence of the diversity term.

6.3 Hierarchical Optimization Formulation

For a set of optimal solutions, D, the objective vector is
aggregated over the entire set. This results in the following
multi-objective optimization problem:

D∗ = arg max
D⊂P

∑
p∈D
〈− g(p),K(p),−D(p), H(p), div(p,D)〉,

(7)
s.t. C (p)

where C (p) are the parameter bounds specified by the
user and g(p) is a combination of constraints described
in Section 6.1. Solving this problem ideally produces a set
of solutions with maximum spatial objectives, minimum
penalties, and maximum diversity.

We solve the above problem as follows. For each objec-
tive we specify an order (ranking) and a desired minimum
improvement threshold z. The desired threshold z is a num-
ber between [0, 1], and specifies the minimum percentage of
optimality that the process must maintain for the specific
objective while optimizing other objectives. For example if
an objective is ranked first with a threshold of 0.7, then the
optimization process will optimize it first, ignoring other
metrics. After converging to an optimal value, a constraint
is added to the second objective that imposes a penalty if the
previous objective falls below 70% of its optimal value. The
process repeats for all objectives with the near-optimality
constraints given.

Algorithm 1 describes the hierarchical multi-objective
optimization method over the objective vector

f = 〈− g(p0),K(p),−D(p), H(p), div(p0,D)〉. (8)



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. ##, NO. ##, #### #### 7

Algorithm 1 Hierarchical Multi-Objective Optimization

1: Input: Number of diversity members, n
2: Input: Vector of objective thresholds, z = 〈zi〉
3: Input: Initial parameter vector, p0
4: Input: Vector of objective functions, f = 〈fi〉
5: Input: Variance, σ, Sample size, λ
6: T ← {}
7: for each fi ∈ f do
8: Σ← σ2I,popt ← p0
9: while ¬ Terminate() do

10: for each j ∈ (1, λ) do
11: pj ← N (popt,Σ)
12: yj ← fi(pj)− gh(pj , T )
13: 〈popt,Σ〉 ← Update(popt,Σ, 〈yj〉, 〈pj〉)
14: l← fi(p0) + zi · (fi(popt)− fi(p0))
15: T ← T ∪ t(l,∞, ·)
16: D ← DivOpt(n, gh(·, T ),p0)
17: return D

It is important to keep the diversity metric as the last ob-
jective. The diversity metric considers a set of diverse mem-
bers, while the other metrics operate over a single member
of the set. It can be necessary to constrain the optimization
using penalty functions. To facilitate these constraints we
put the penalty function(s) first in the hierarchy.

To incorporate an objective as a constraint during the hi-
erarchical optimization process, a threshold function is used.
These functions are constant or simply zero when the input
is within a given range, and rapidly increase when the input
is outside the range:

t(l, u, x) =


(l − x)2 if x < l

(x− u)2 if x > u

0 otherwise.
(9)

For a set of threshold functions T the total threshold viola-
tion cost is

gh(p, T ) =
∑
t∈T

t(p). (10)

For each objective, a CMA-based optimization is per-
formed (lines 9-15). At the end of an individual objective
optimization, a threshold constraint is created and added
to the vector of threshold constraints T (lines 16-17). At
the end of the main loop, the optimal parameter vectors
are captured within the thresholding function vector, T .
The last objective, diversity, is optimized using DivOpt() in
Algorithm 2, which searches for a diverse set of near optimal
solutions given the set of threshold functions constructed.
Note that the other objectives are now represented as
penalties through the threshold functions. The next section
describes the final step of our hierarchical optimization, the
diversity objective.

6.4 Diversity Optimization

A round-robin method is used to select and optimize each
diversity member m one at a time, see Algorithm 2. Each
member is initialized using p0 and progressively diverge
from each other as the optimization unfolds. In each round,

Algorithm 2 Diversity Optimization:

1: function DivOpt(n, f,p0)
2: Input: Number of diversity members, n
3: Input: Objective function, f
4: Input: Initial parameters, p0
5: Given: Variance, σ, Sample size λ
6: for i ∈ (1 . . . n) do
7: Σi ← σ2I,Di ← p0
8: while ¬ Terminate() do
9: Choose m from P (1 ≤ x ≤ n)

10: for each i ∈ (1, λ) do
11: pi ← N (Dm,Σm)
12: yi ← div(pi,D)− f(pi)
13: 〈Dm,Σm〉 ← Update(Dm,Σm, 〈yi〉, 〈pi〉)
14: return D

a single member is selected from D and candidate pa-
rameters are sampled using CMA [66]. A simple in-order
method is used to select the next member in each round.
More complex, or random, selections may be employed,
but we empirically found this strategy to work well. In
lines 10-11, the objective values for those candidates are
calculated. In line 12, the structures in CMA that influence
the optimization evolution are updated. The termination
condition is dependent on the optimization progress with
respect to the improvements made on popt and ŷ∗ and
the maximum number of function evaluations, which are
parameters of CMA [66].

7 APPLICATIONS AND PERFORMANCE

In this section we demonstrate different applications of
IDOME and we evaluate its performance. First, we provide
three examples of interactive optimization (Section 7.1).
Then, we evaluate its computational performance (Sec-
tion 7.2).

7.1 Example of interactive optimization

We demonstrate the application of IDOME in three selected
scenarios.

Maze. In this example, we use IDOME to alter the com-
plexity of a maze-like environment. We demonstrate how
our method is able to remove or introduce complexity in an
environment by altering the objective definition, while pro-
ducing several diverse designs that meet user-defined pa-
rameterization criteria. The results are illustrated in Fig. 5.
First, we generate a series of design options that minimize the
environment’s complexity: starting with a standard maze,
we maximize the visibility, minimize the tree depth (which
maximizes accessibility), and minimize the entropy (which
maximizes order). The diverse set of exploration layouts
align the doorways to minimize long-windy passageways
which have higher tree depth (b,c). Then, we modify the
objective function to maximize the environment’s complexity.
To do so, we feed the more ordered environments (b) into
the system with the objective measure inverted to minimize
−F (·). The resulting diverse layouts (d,e,f) are of similarly
complexity to the original maze, while providing variations
of the original design.
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(a) (b) (c) (d) (e) (f)

Fig. 5: Maze design. diversity set of maze-like designs of size 20x20m approximately with combined spatial metrics
displayed in the form of heat maps. Figure (a) displays an initial maze configuration. Figures (b) and (c) show optimized
maze to reduce environment complexity. The result from (b) is optimized to increase complexity and produce new mazes
illustrated in figures (d), (e) and (f).

Art Gallery. In this example, we demonstrate the diver-
sity optimization ability to generate variable design options
for a gallery space of the Washington Art Museum (Fig. 6).
Here, the space was parametrized to allow for alternative
configurations of the gallery corridor and exposition rooms.
IDOME produced various alternatives to an original design
to maximize visibility, connectivity and spatial organization.

Metropolitan Museum of Art. In this example, we
tested IDOME in a significantly larger environment com-
pared ones previously considered. Namely, we analyzed the
Metropolitan Art Museum with respect to visibility. Based
on the analysis’ results, we identified a specific area of the
building (in the top-right corner) with reduced visibility.
We used IDOME to find options with improved visibility
while maintaining the amount of wall surface area, which is
necessary for displaying works of art. Fig. 7 visualizes the
optimized layout with respect to the whole building (in the
top part) and only the considered area (in the bottom part).
In the figure, we highlighted key areas of improvement,
which involved (a) enlarging the passage between Zone 1
and Zone 2 to create a centralized exposition space, which
is better connected to the adjacent zones and to the previ-
ously disconnected Zone 3; (b) improving the connection
between Zone 3 and 4 by enlarging the width of the zones
and the passage between them; (c) transforming Zone 5
from a narrow corridor to a larger exposition space better
connected with the adjacent zones; and (d) improving the
visual connectivity between Zone 7 and 8 among themselves
and with respect to Zone 9 and 10.

7.2 Performance Analysis
Spatial Metrics. Fig. 8 illustrates the comparative perfor-
mance of our spatial analysis framework (Section 5) using
single-threaded CPU, multi-threaded CPU, and GPU im-
plementations. It is evident that the GPU implementation
completes the computation much faster. For example, on a
grid of 900 vertices, over an effective area of 3600m2 using a
0.5 cell per meter visibility graph granularity, the GPU takes
10ms compared to the CPU’s 300ms (4-threads) on average
to generate the visibility graph, construct the corresponding
forest, and calculate the objective. This advantage increases
as the number of vertices in the graph increases, with
an order-of magnitude speedup. This test compares Intel
Xenon at 3.5 GHz with Nvidia GeForce GTX 1070.

Diversity Optimization. Table 1 provides the computa-
tion times of diversity optimization for four exemplar envi-
ronments. The results indicate that it takes few seconds for

IDOME to produce diverse solution candidates in moder-
ately complex designs (hundreds of vertices in the visibility
graph). Several seconds are required to produce diverse
candidates in significantly more complex environments, as
the one illustrated in Fig. 7. While IDOME supports the
optimizations of environments at different scales, a trade off
exists between environment complexity and optimization
speed.

Optimization Convergence. The convergence or stop-
ping conditions of the optimization algorithm has a dra-
matic impact on the computational performance as well as
the quality of the results. The default termination conditions
are overly conservative for this application, leading to long
optimization times with negligible effects on quality after
the first few iterations [66]. The termination conditions
are adjusted to return results after the optimization has
converged to ∼ 95% of optimal. This leads to significant
performance gains.

8 USER STUDIES

In this section, we present four user studies to assess the
efficacy, usability, preference, and usefulness of IDOME
during design tasks. The efficacy study examines how well
novice users perform with respect to baseline optimization
approaches. The usability study solicits novice perception
and opinion of the usability of the system and approach. The
preference study solicits experts’ preferences with respect to
IDOME derived designs. The usefulness study solicits their
perception and opinion of the usefulness of the system and
approach.

General Materials and Methods. All participants used
a Desktop PC (Windows 7 64-bit, 8GB RAM, AMD FX(tm)-
8320, 8 Computer Cores, 3.5GHz). Using a simple room as
a teaching tool, the participants were given short instruc-
tions on how to manipulate and set parameter optimiza-
tion bounds for translation and rotations of environment
elements. Participants were then shown how to explore and
select candidates from the diversity set.

The spatial metrics considered in these studies were
explained to the participants in general terms (plain lan-
guage), i.e. Degree of Visibility, Tree Depth, and Entropy are
translated to visibility, accessibility, and organization respec-
tively. Participants were told that: visibility related to how
visible any portion of the environment may be to another;
accessibility related to how accessible the environment is;
and organization related to how confusing the layout of the
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(a) (b) (c)* (d)* (e)*

Fig. 6: Art gallery design. The diverse set of art gallery designs with combined spatial metric values displayed as heatmaps
over the entirety of each design. Figure (a) is the original art gallery design. Figures (b-e) show the diversity members
provided by the IDOME system for a particular environment parametrization. The (*)s identify the designs that six expert
architects independently designated as preferred.

Environments Ref
Ver-
tices

Query
Ver-
tices

Total
Ver-
tices

Effective
Size
(m2)

Objective
Calls (c)

Graph (ms/c) Forest (ms/c) Penalty
(ms/c)

Total Time (s)

CPU GPU CPU GPU CPU CPU GPU

Simple Room (Fig. 10 right) 361 25 361 1444 692 3.9 0.88 0.7 0.56 0.08 4.35 2.25
Large Room (Fig. 10) 1369 81 1369 5476 692 61.08 1.68 19.29 1.76 0.12 57.26 3.62

Exposition Room (Fig. 4) 588 208 588 2352 772 23.37 1.04 15.98 1.91 1.06 34.04 5.06
Art Gallery (Fig. 6) 487 438 915 3660 732 67.59 1.35 22.73 1.93 5.36 72.69 7.41

TABLE 1: Diversity optimization running times. These results were computed using GeForce GTX 1070 and Intel Xenon
at 3.5 GHz on a range of environments from simple and small to large and complex. Note that while the system is not
real-time, it is sufficiently fast for interactive use. Sampling ratio is 0.5 cell/meter.

Fig. 7: Metropolitan Museum Design. We illustrate a visi-
bility analysis of the whole museum and the optimization
of a specific are of the layout with reduced visibility. We
highlight the major improvements produced by IDOME: (a)
enlarging the passage between zone 1 and zone 2 to create
a centralized exposition space, which is better connected to
the adjacent zones; (b) enlarging the size of zone 3 and 4
and improving their connection; (c) transforming zone 5
from a narrow corridor to a larger exposition space better
connected to the surrounding zones; (d) improving the
visual connectivity between zone 7, 8, 9 and 10.
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Fig. 8: Spatial analysis framework performance analysis of
CPU and GPU implementations. Bars show the total time
to calculate the three objectives. Darker and lighter shades
depict the time for graph generation and forest construction
respectively. Time is in base 10 logarithmic scale.

environment would be for navigation or spatial cognition
tasks [56].

8.1 Comparison to Baseline Design
This experiment examines the efficacy of the IDOME
method from a design perspective. The hypothesis is that
IDOME based designs (participants using the full diversity
optimization) outperform manual designs (participants us-
ing an industry standard tool) as well as automatically opti-
mized designs (participants using a black box optimization
tool that returns a single optimal candidate) for the given
tasks and metrics.
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Fig. 9: Comparison of objective values between design
tools for the baseline study in Section 8.1. In this task,
IDOME helped produce designs with consistently higher
objective measures than manual design, and on par with
single outcome optimization.

For this study, 18 people volunteered and gave informed
consent who were between the ages of 23 to 30 and self
identified as 11 males and 7 females. All participants were
graduate level students in computer science or a closely
related field with little or no environment/architectural
design experience.

Materials and Methods. Participants were presented
with a complex real world Art Gallery environment. The
environment’s regions of interests were set up as in a
two part art gallery exhibit with an asymmetric set of
parametrizable objects (four square pillars, and three walls).
The environment itself was a symmetric set of exhibits con-
nected by a small hallway. Participants were given up to 10
minutes to make as many adjustments as they wished to the
environment. Each participant was allowed to finish at any
point within the 10 minutes, concluding their design when
satisfied. Specifically, participants were tasked with modify-
ing the environment to improve accessibility, visibility, and
organization of the exhibits in the art gallery while leaving
wall clearance potential displays. The experiment was a
between subjects design with the three design approaches
as primary factors.

Results. Boxplots for the objective values for all tools are
shown in Fig. 9. A Kruskal-Wallis test showed a significant
difference present amongst the groups (chi − squared =
8.1871, df = 2, p = 0.01668). Post-hoc Conover’s and
Dunn’s tests revealed a significant difference (p < 0.05)
between IDOME and manual as well as automatic optimiza-
tion and manual design methods. There was no significant
difference between the automatic optimization and IDOME
methods.

Manual IDOME-assisted
(a) (b)

Fig. 10: Selected layouts from the user study. Light grey
regions form the Region of Interest. Dark grey regions form
the Region of Query. In red, the design elements considered
in this study. Note the different final design configurations
produced by (a) manual and (b) IDOME assisted designs.

Discussion. This task requires the participants to solve
a combinatorial placement problem of asymmetric objects
in a symmetric environment. IDOME produces great results
with much higher objective values than manual design.

It is also noteworthy that the variance is much less when
using IDOME. These results suggest that manual optimiza-
tion can be very inconsistent among different participants,
while our system can effectively guide the participant and
keep the design exploration more focused. Furthermore,
this could be a sign that using diversity helps avoid local
minima in the design space. It is equally important to note
that solutions returned by the IDOME group were diverse
in their approaches, with different participants finding new
ways to minimize the objective. In contrast to the automatic
optimization method, the diversity set allows even novice
users to preserve their unique preferences while producing
designs that are high value.

8.2 System Usability

In this study, participants from Section 8.1 were asked to
complete a usability experiment in which they make use
of IDOME. The participants were tasked with increasing
the visibility, accessibility, and organization of the environ-
ment for a fixed amount of time (15 minutes). Immediately
after the design task, participants were given a System
Usability Scale (SUS). The SUS is a well-established and
tested method for evaluating the usability of a product or
system [68].

Results. The summary statistics of the SUS scores are
reported in Table 2. The quartiles for the SUS scores are
reported in Table 3.

Count Mean Median Standard Deviation

18 70.83 73.75 14.70

TABLE 2: Summary statistics for SUS results, where the
score range is from 0 to 100.

Quartile Range

< Q1 22.5 - 68.12
[Q1, Q2] 68.12 - 73.75
[Q2, Q3] 73.75 - 76.87
> Q3 76.87 - 87.5
IQR 8.75

TABLE 3: SUS quartile ranges. The ranges for each quartile
of the data are reported to show distribution of the results.
The Interquartile Range (IQR) is also reported.

Discussion: The SUS score is a composite measure of
usability for a system which has been tested on a variety of
tasks and proved to be robust and reliable [69]. SUS scores
are scaled to the range of 0 and 100, with scores higher than
68 considered above average and acceptable [69].

The results show that the 18 participants mean and
median scores fall within the adjective range of “good”
and “excellent” [70]. Furthermore, quartile ranges > Q2

show a strong preference for a high SUS score. This can be
interpreted as meaning the IDOME system is highly usable
with a degree of confidence.
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8.3 Expert Evaluation of Optimization

In this study, we solicit preferences of architects with respect
to IDOME derived designs. For this experiment, a round-
table of six professional architects was provided a single
preference selection survey for the design variants in Fig-
ure 6. This survey provided the blueprint versions of the
layouts in Figure 6 for selection, without the heatmap data
or reference to their design origin.

Results: The expert participants all chose IDOME de-
rived diversity variants overt the default design. Interest-
ingly, the preferences were evenly distributed over three
diversity set members with two votes each. That is, the
results show that expert prefer diverse candidates which
align with their subjective preferences. Together this shows
the importance of the IDOME approach in production envi-
ronments where architects balance subjective and objective
needs and find value in diverse design directions. Addi-
tional, rendering is provided in the Supplementary Material.

8.4 Expert Evaluation of Usefulness

In this study, we solicit expert opinion’s/perception’s of
the usefulness of the IDOME approach. Each expert was
asked to improve the metrics, given their plain language
descriptions, with respect to the environment in Figure 6a
using the IDOME tool and was given up to 20 minutes to
make as many changes as they wished. Immediately after
the session, experts were provided with an in-depth survey
and opportunity to discuss the usefulness and their opinions
of the IDOME approaches. These questions included both
likert-scale responses, simple binary responses, and short
answer responses.

For this study, three expert architects from three different
architectural firms participated–their demographics infor-
mation can be found in the Supplementary Materials.

Results. The results provide insight into the usefulness
of the IDOME method from the expert perspective. In sum-
mary, a diverse set of practising experts found the approach
useful, helpful, and valuable. The experts recognized that
the system is a research prototype and gave strong prefer-
ence for this type of participatory intervention. Results for
the Liket-scale questions can be seen in Figure 11.

The participants felt strongly that: heatmaps were a
preferable method of visualization for these metrics and
more (3/3); that modelling human occupancy and be-
haviour is important (3/3); that they would like a system
to automatically identify issues in their design (3/3); and
that they like a system that automatically suggests im-
provements to their design (3/3). All participants, agreed
that suggestion and improvements in the design should be
provided in a non-prescriptive and unobtrusive way as in
the IDOME system (providing diversity sets as possibilities).
For example, one participant noted a preference, ”with
options, as done in the example .” Additional details can
be found in the Supplementary Materials.

9 CONCLUSION

We have presented IDOME, a user-in-the-loop system for
computer-aided design that optimizes environments with
respect to human navigation-based metrics. Different from

Fig. 11: Results for the likert-scale questions of the expert
evaluation of usefulness survey.

previous approaches, IDOME interactively engages the de-
signers, who need to choose which design solution to fur-
ther explore. Such design exploration solutions are gener-
ated with a diversity optimization algorithm that produces
near-optimal solutions with respect to efficiently computed
spatial metrics and user-defined constraints. The user stud-
ies indicate that IDOME help users produce higher value
designs with respect to the chosen set of metrics.

Limitations and Future Work. Like most multi-objective
optimization frameworks, our approach includes a variety
of weights that the user can set to tweak the results. Al-
though one can rely on default values, it might be beneficial
for the user to adjust them. We plan to study the effects
of these parameters on the resulting configurations with
a large scale experiment, and attempt to identify specific
relationships which might serve as guidelines. Different
space parameterization system could also be explored in
the future [71]. Current approaches in architectural design
provide well-established frameworks for space parameteri-
zation that could be incorporated within IDOME. Explicit
representation of evolutionary parameters in an interactive
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system for computer-aided design is another promising
avenue of future exploration. We acknowledge that we have
tested the system for moderate scale design. Further work is
needed to test its value for environments of larger scale. We
have also identified possibilities for improving performance,
such as employing approximate and incremental algorithms
for computing the spatial analysis metrics, which we plan to
investigate in the future.
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